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#### Abstract

This work introduces an asymptotic study of Hotelling-type tensor deflation in the presence of noise, in the regime of large tensor dimensions. Specifically, we consider a lowrank asymmetric tensor model of the form $\sum_{i=1}^{r} \beta_{i} \mathcal{A}_{i}+\mathcal{W}$ where $\beta_{i} \geq 0$ and the $\mathcal{A}_{i}$ 's are unit-norm rank-one tensors such that $\left|\left\langle\mathcal{A}_{i}, \mathcal{A}_{j}\right\rangle\right| \in[0,1]$ for $i \neq j$ and $\mathcal{W}$ is an additive noise term. Assuming that the dominant components are successively estimated from the noisy observation and subsequently subtracted, we leverage recent advances in random tensor theory in the regime of asymptotically large tensor dimensions to analytically characterize the estimated singular values and the alignment of estimated and true singular vectors at each step of the deflation procedure. Furthermore, this result can be used to construct estimators of the signal-to-noise ratios $\beta_{i}$ and the alignments between the estimated and true rank-1 signal components.
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## 1. INTRODUCTION

The analysis of random tensors has attracted significant attention in the last decade since the introduction of the concept of tensor principal component analysis (PCA), which generalizes principal component analysis to high-order arrays. A simple model introduced in [1] is the so-called spiked tensor model of the form $\beta x^{\otimes d}+\mathcal{W} / \sqrt{n}$ where $x \in \mathbb{R}^{n}$ is some highdimensional unit vector referred to as a spike, $\mathcal{W}$ is a symmetric random tensor of order $d$ having independent Gaussian entries and $\beta \geq 0$ is a parameter controlling the signal-to-noise ratio.

Follow-up results have improved the understanding of the behavior of the spiked model and allowed to identify statistical and/or algorithmic thresholds for nontrivial signal recovery in the asymptotic (large-dimensional) regime $n \rightarrow \infty$ $[2,3,4,5,6]$. We briefly summarize their main findings as follows: for $d \geq 3$, it has been shown that there exists a sta-

[^0]tistical threshold $\beta_{\text {stat }}=O(1)$ below which it is informationtheoretically impossible to recover or even detect the spike, while above $\beta_{\text {stat }}$ recovery is theoretically possible. Moreover, the asymptotic alignment $\left\langle\boldsymbol{x}, \hat{\boldsymbol{x}}_{\mathrm{ML}}\right\rangle$ between $\boldsymbol{x}$ and the maximum likelihood solution $\hat{\boldsymbol{x}}_{\mathrm{ML}}$ was computed as a function of $\beta$ and shown to be information-theoretically optimal [4]. Besides, since almost all tensor problems including computing $\hat{\boldsymbol{x}}_{\mathrm{ML}}$ are NP-hard [7], many researchers were interested in identifying the algorithmic threshold for $\beta$ above which recovery could be possible with a polynomial-time algorithm. In particular, the work [1] introduced a method for estimating $\boldsymbol{x}$ based on tensor unfolding and showed that spike recovery is possible above the algorithmic threshold $\beta_{\text {algo }}=O\left(n^{\frac{d-2}{4}}\right)$.

These ideas were further generalized to the asymmetric spiked tensor model of the form $\beta \boldsymbol{x}_{1} \otimes \cdots \otimes \boldsymbol{x}_{d}+\mathcal{W} / \sqrt{\sum_{\ell} n_{\ell}}$, where $\boldsymbol{x}_{\ell} \in \mathbb{R}^{n_{\ell}}$ are unit vectors and $\mathcal{W}$ is a random tensor with standard Gaussian i.i.d. entries. Specifically, [8] provided an analysis of the unfolding method for asymmetric tensors and determined its algorithmic threshold to be $\beta_{\text {algo }}=$ $O\left(n^{\frac{d-2}{4}}\right)$ when $n_{i}=n$ for all $i$, while the analysis of [9] suggests the existence of a statistical threshold $\beta_{\mathrm{s}}=O(1)$ above which a local solution $\boldsymbol{u}_{\ell}$ of the maximum-likelihood estimator (MLE) of the dominant rank-1 component non-trivially aligns with the signal, and further quantified the asymptotic alignment $\left\langle\boldsymbol{x}_{\ell}, \boldsymbol{u}_{\ell}\right\rangle$.

Contribution: In this paper, we address the extension of these ideas to a more general setting, namely asymmetric low-rank spiked tensors of the form $\sum_{i=1}^{r} \beta_{i} \boldsymbol{x}_{i, 1} \otimes \cdots \otimes \boldsymbol{x}_{i, d}+$ $\mathcal{W} / \sqrt{\sum_{\ell} n_{\ell}}$ where $\boldsymbol{x}_{i, \ell} \in \mathbb{R}^{n_{\ell}}$ are unit vectors. Specifically, we consider the study of a simple deflation procedure, first introduced by Hotelling in the context of matrix principal component analysis [10] and still used in modern applications such as the recent AlphaTensor model [11], which consists in iterated rank-one approximation followed by subtraction of the estimated rank-one component.

Differently from the matrix PCA, the rank-one terms $\beta_{i} \boldsymbol{x}_{i, 1} \otimes \cdots \otimes \boldsymbol{x}_{i, d}$ in our model are not pairwise orthogonal, and therefore in general deflation cannot possibly recover them exactly, even in the absence of noise [12]. Our main goal is to precisely compute how well deflation can find an approximate decomposition, in terms of the alignments of the
estimated terms with the true ones, and as a function of the cross-term alignments $\left\langle\boldsymbol{x}_{i, \ell}, \boldsymbol{x}_{j, \ell}\right\rangle \in(0,1)$ for $i \neq j$, while the analysis in the orthogonal case (i.e. when $\left\langle\boldsymbol{x}_{i, \ell}, \boldsymbol{x}_{j, \ell}\right\rangle=0$ for $i \neq j$ ) trivially boils down to the rank-one model studied in [5, 9]. Precisely, we characterize this behavior by computing the alignments $\left\langle\boldsymbol{x}_{i, \ell}, \boldsymbol{u}_{j, \ell}\right\rangle$ in the asymmetric case, in the highdimensional regime when $n_{\ell} \rightarrow \infty$, using the random matrix approach developed in $[6,9]$.

## 2. NOTATION AND BACKGROUND

Scalars (resp. vectors) are denoted by lowercase (resp. bold lowercase) letters. Tensors are denoted as in $\mathcal{A}, \mathcal{T}$. We set $[n] \equiv\{1, \ldots, n\}$, and $\xrightarrow{\text { a.s. }}$ denotes almost sure convergence.

### 2.1. TENSOR NOTATION AND CONTRACTIONS

In this section, we provide the main tensor notation and definitions used throughout the paper.

Order- $d$ tensors: The set of order- $d$ tensors of size $\left(n_{1}, \ldots, n_{d}\right)$ is denoted $\mathbb{R}^{\Pi_{\ell=1}^{d} n_{\ell}}$. The scalar $T_{p_{1} \ldots p_{d}}$ or $[\mathcal{T}]_{p_{1} \ldots p_{d}}$ denotes the $\left(p_{1}, \ldots, p_{d}\right)$ entry of $\mathcal{T} \in \mathbb{R}^{\Pi_{\ell=1}^{d} n_{\ell}}$.

Rank- $r$ tensors: A tensor $\mathcal{T}$ is said to be of rank-one if it can be represented as the outer product of $d$ real-valued vectors $\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{d}\right) \in \mathbb{R}^{n_{1}} \times \cdots \times \mathbb{R}^{n_{d}}$. In this case, we write $\mathcal{T}=x_{1} \otimes \cdots \otimes x_{d}$, where the outer product is defined so that $\left[\boldsymbol{x}_{1} \otimes \cdots \otimes \boldsymbol{x}_{d}\right]_{p_{1}, \ldots, p_{d}}=\prod_{\ell=1}^{d}\left[\boldsymbol{x}_{\ell}\right]_{p_{\ell}}$. More generally, a tensor $\mathcal{T} \in \mathbb{R}_{\ell=1}^{d} n_{\ell}$ is of rank $r$ if it can be expressed as the sum of $r$ rank-one terms but not less, and is written as $\mathcal{T}=\sum_{i=1}^{r} \boldsymbol{x}_{i, 1} \otimes$ $\cdots \otimes \boldsymbol{x}_{i, d}$, where $\boldsymbol{x}_{i, \ell} \in \mathbb{R}^{n_{\ell}}$ for all $(i, \ell) \in[r] \times[d]$.

Tensor contractions: For any vectors $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}$, contractions of a tensor $\mathcal{A}$ are denoted by $\mathcal{A}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}\right)=$ $\sum A_{p_{1} \ldots p_{d}} \prod_{k=1}^{d}\left[\boldsymbol{u}_{k}\right]_{p_{k}} \in \mathbb{R}$. Partial contractions are denoted similarly but with some arguments replaced by a dot. For instance, $\mathcal{A}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell-1}, \cdot, \boldsymbol{u}_{\ell+1}, \ldots, \boldsymbol{u}_{d}\right) \in \mathbb{R}^{n_{\ell}}$.

Tensor norms: The inner product in $\mathbb{R}_{\ell=1}^{d} n_{\ell}$ is defined as $\langle\mathcal{A}, \mathcal{B}\rangle \equiv \sum_{p_{1}, \ldots, p_{d}} A_{p_{1} \ldots p_{d}} B_{p_{1} \ldots p_{d}}$, the $\ell_{2}$-norm or Frobenius norm as $\|\mathcal{A}\|_{F} \equiv \sqrt{\langle\mathcal{A}, \mathcal{A}\rangle}$, and the spectral norm as $\|\mathcal{A}\| \equiv$ $\sup _{\left\|\boldsymbol{u}_{\ell}\right\|=1}\left|\mathcal{A}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}\right)\right|$.

Best rank-one approximation and tensor power iteration: A best rank-one approximation of $\mathcal{T}$ corresponds to a rank-one tensor $\lambda \boldsymbol{u}_{1} \otimes \cdots \otimes \boldsymbol{u}_{d}$, where $\lambda>0$ and $\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}$ are unitary vectors, that minimizes $\left\|\mathcal{T}-\lambda \boldsymbol{u}_{1} \otimes \cdots \otimes \boldsymbol{u}_{d}\right\|_{F}^{2}$. In particular, due to the Karush-Kuhn-Tucker conditions, the tuple $\left(\lambda, u_{1}, \ldots, \boldsymbol{u}_{d}\right)$ satisfies for each $i \in[d]$ :

$$
\left\{\begin{array}{l}
\mathcal{T}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell-1}, \cdot, \boldsymbol{u}_{\ell+1}, \ldots, \boldsymbol{u}_{d}\right)=\lambda \boldsymbol{u}_{\ell}  \tag{1}\\
\lambda=\mathcal{T}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{d}\right)
\end{array}\right.
$$

These identities generalize the concept of singular value and vectors to tensors [13] (it is easy to check that (1) yields the classical definition of a matrix singular vector for $d=2$ ); the scalar $\lambda$ coincides with the spectral norm of $\mathcal{T}$.

Numerically, a rank-one approximation can be computed approximately via tensor power iteration whose $t$-th iteration consists in performing for $\ell=1, \ldots, d$ the update

$$
\boldsymbol{u}_{\ell}^{(t+1)}=\phi\left(\mathcal{T}\left(\boldsymbol{u}_{1}^{(t)}, \ldots, \boldsymbol{u}_{\ell-1}^{(t)}, \cdot, \boldsymbol{u}_{\ell+1}^{(t)}, \ldots, \boldsymbol{u}_{d}^{(t)}\right)\right)
$$

where $\phi(\boldsymbol{x})=\|\boldsymbol{x}\|^{-1} \boldsymbol{x}$, starting from some initial value [14].

### 2.2. RANDOM MATRIX THEORY BACKGROUND

In this section, we recall some standard tools from random matrix theory (RMT) which are at the heart of our main results. In essence, RMT focuses on describing the distribution of eigenvalues of random matrices. Specifically, we consider the resolvent formalism [15] which allows one to characterize the spectral behavior of large symmetric random matrices. Given a symmetric matrix $S \in \mathbb{R}^{n \times n}$, the resolvent of $S$ is defined by $\boldsymbol{R}(z)=\left(\boldsymbol{S}-z \boldsymbol{I}_{n}\right)^{-1}$ for $z \in \mathbb{C} \backslash \operatorname{Sp}(\boldsymbol{S})$, where $\operatorname{Sp}(\boldsymbol{S})$ denotes the set of eigenvalues of $\boldsymbol{S}$.

In a celebrated result [16], Marčenko and Pastur showed that under certain technical assumptions on some random matrix $S \in \mathbb{R}^{n \times n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, the empirical spectral measure of $\boldsymbol{S}$, defined as $\hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}}$ with $\delta_{x}$ the Dirac measure at $x \in \mathbb{R}$, converges in the weak sense [17] to some deterministic probability measure $\mu$ as $n \rightarrow \infty$; RMT aims at describing such $\mu$. To this end, one of the widely considered approaches relies on the Stieltjes transform [18]. Given a probability measure $\mu$, let $\mathcal{S}(\mu)$ denote its support. The Stieltjes transform of $\mu$ is defined as $g_{\mu}(z)=\int \frac{d \mu(\lambda)}{\lambda-z}$ with $z \in$ $\mathbb{C} \backslash \sup (\mu)$, and the inverse formula allows one to describe the density of $\mu$ (if it exists) as $\mu(d x)=\frac{1}{\pi} \lim _{\mathcal{E} \rightarrow 0} \mathfrak{I}\left[g_{\mu}(x+i \varepsilon)\right]$.

The Stieltjes transform of the empirical spectral measure, denoted by $\hat{\mu}$, is closely related to the resolvent of $\boldsymbol{S}$ through the normalized trace operator. In fact, $g_{\hat{\mu}}(z)=\frac{1}{n} \operatorname{Tr} \boldsymbol{R}(z)$ and the almost sure convergence of $g_{\hat{\mu}}(z)$ to some deterministic Stieltjes transform $g(z)$ is equivalent to the weak convergence between the underlying probability measures [18]. Our analysis relies on estimating quantities involving $\frac{1}{n} \operatorname{Tr} \boldsymbol{R}(z)$, making the use of the resolvent approach a natural choice.

## 3. MODEL AND MAIN RESULTS

We start by formally describing our considered model. We let $r \geq 1$ and $d \geq 3$, and consider the following rank- $r$ order- $d$ spiked tensor model

$$
\begin{equation*}
\mathcal{T}_{1}=\sum_{i=1}^{r} \beta_{i} \boldsymbol{x}_{i, 1} \otimes \cdots \otimes \boldsymbol{x}_{i, d}+\frac{1}{\sqrt{n}} \mathcal{W} \tag{2}
\end{equation*}
$$

where $W_{p_{1} \ldots p_{d}} \sim \mathcal{N}(0,1)$ i.i.d., $\boldsymbol{x}_{i, \ell} \in \mathbb{R}^{n_{\ell}}$ are unit-norm vectors, $n=\sum_{\ell=1}^{d} n_{\ell}$ and $\beta_{i} \geq 0$.

Tensor deflation: For tensors, Hotelling deflation is implemented by computing $\mathcal{I}_{2}, \mathcal{I}_{3}, \ldots$ sequentially through

$$
\begin{equation*}
\mathcal{T}_{i+1}=\mathcal{T}_{i}-\hat{\lambda}_{i} \hat{\boldsymbol{u}}_{i, 1} \otimes \cdots \otimes \hat{\boldsymbol{u}}_{i, d} \quad \text { for } \quad i \in[r], \tag{3}
\end{equation*}
$$

where $\hat{\lambda}_{i} \hat{\boldsymbol{u}}_{i, 1} \otimes \cdots \otimes \hat{\boldsymbol{u}}_{i, d}$ is a (in practice, local) minimizer of $\left\|\mathcal{T}_{i}-\lambda_{i} \boldsymbol{u}_{i, 1} \otimes \cdots \otimes \boldsymbol{u}_{i, d}\right\|_{F}^{2}$ under the constraints $\lambda_{i}>0$ and $\left\|\boldsymbol{u}_{i, \ell}\right\|=1$ for all $(i, \ell) \in[r] \times[d]$, thus satisfying

$$
\begin{equation*}
\mathcal{T}_{i}\left(\hat{\boldsymbol{u}}_{i, 1}, \ldots, \hat{\boldsymbol{u}}_{i, \ell-1}, \cdot, \hat{\boldsymbol{u}}_{i, \ell+1}, \ldots, \hat{\boldsymbol{u}}_{i, d}\right)=\hat{\lambda}_{i} \hat{\boldsymbol{u}}_{i, \ell} \tag{4}
\end{equation*}
$$

for all $\ell \in[d]$. In the following, we aim at computing the limits of $\hat{\lambda}_{i}$ and $\left\langle\boldsymbol{x}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle$ for $i, j \in[r]$ and $\ell \in[d]$ when the dimensions $n_{i}$ grow large.

### 3.1. SKETCH OF THE ANALYTICAL APPROACH

We follow the approach developed in [9], whereby each tensor $\mathcal{I}_{i}$ is associated to a structured random matrix given by $\boldsymbol{M}=\boldsymbol{\Phi}_{d}\left(\mathcal{I}_{i}, \hat{\boldsymbol{u}}_{i, 1}, \ldots, \hat{\boldsymbol{u}}_{i, d}\right) \in \mathbb{R}^{n \times n}$, where

$$
\boldsymbol{\Phi}_{d}:\left(\begin{array}{c}
X  \tag{5}\\
\boldsymbol{a}_{1} \\
\vdots \\
\boldsymbol{a}_{d}
\end{array}\right) \longmapsto\left[\begin{array}{cccc}
\mathbf{0}_{n_{1} \times n_{1}} & X^{12} & \cdots & X^{1 d} \\
\left(X^{12}\right)^{\top} & \mathbf{0}_{n_{2} \times n_{2}} & \cdots & X^{2 d} \\
\vdots & \vdots & \ddots & \vdots \\
\left(X^{1 d}\right)^{\top} & \left(X^{2 d}\right)^{\top} & \cdots & \mathbf{0}_{n_{d} \times n_{d}}
\end{array}\right]
$$

and each block $X^{\ell m}$ is an $n_{\ell} \times n_{m}$ matrix resulting from the contraction of $X$ on $d-2$ vectors, namely

$$
X^{\ell m} \equiv X\left(\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{\ell-1}, \cdot, \boldsymbol{a}_{\ell+1}, \ldots, \boldsymbol{a}_{m-1}, \cdot, \boldsymbol{a}_{m+1}, \ldots, \boldsymbol{a}_{d}\right)
$$

We further denote $\boldsymbol{R}(z)=\left(\boldsymbol{M}-z \boldsymbol{I}_{n}\right)^{-1}$ the resolvent of $\boldsymbol{M}$. Then, the characterization of the limits of $\hat{\lambda}_{i}$ and the alignments $\left\langle\boldsymbol{x}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle$ when $n_{\ell} \rightarrow \infty$ requires the computation of the Stieltjes transform of the limiting spectral measure of $\boldsymbol{\Phi}_{d}\left(\mathcal{T}_{i}, \hat{\boldsymbol{u}}_{i, 1}, \ldots, \hat{\boldsymbol{u}}_{i, d}\right)$. Hence, we need the following definition and technical assumptions.
Assumption 3.1. Let us assume that $n_{\ell} \rightarrow \infty$ for all $\ell \in[d]$, that the limits $c_{\ell}=\lim \frac{n_{\ell}}{\sum_{m=1}^{d} n_{m}}$ exist, and that $r=O(1)$. For notational convenience, in the sequel the notation $\lim Q$ stands for the limit of the quantity $Q$ in this regime. We further assume that there exists a sequence of critical points such that $\hat{\lambda}_{i} \xrightarrow{\text { a.s. }} \lambda_{i},\left|\left\langle\boldsymbol{x}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle\right| \xrightarrow{\text { a.s. }} \rho_{i j, \ell}$ and $\left|\left\langle\hat{\boldsymbol{u}}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle\right| \xrightarrow{\text { a.s. }} \eta_{i j, \ell}$ such that $\lambda_{i} \notin \mathcal{S}(\mu)$ and $\rho_{i j, \ell}>0$.
Definition 3.2. Let $\mu$ be the probability measure with Stieltjes transform $g(z)=\sum_{\ell=1}^{d} g_{\ell}(z)$ verifying $\mathfrak{J}[g(z)]>0$ for $\mathfrak{I}[z]>$ 0 , where $g_{\ell}(z)$ satisfies $g_{\ell}^{2}(z)-(g(z)+z) g_{\ell}(z)-c_{\ell}=0$, for $z \notin \mathcal{S}(\mu)$ and $\mathcal{S}(\mu)$ stands for the support of $\mu$.

The following result characterizes the limiting spectral measure of $\boldsymbol{\Phi}_{d}\left(\mathcal{T}_{i}, \hat{\boldsymbol{u}}_{i, 1}, \ldots, \hat{\boldsymbol{u}}_{i, d}\right)$ :
Theorem 3.3. Under Assumption 3.1, the empirical spectral measure of $\boldsymbol{\Phi}_{d}\left(\mathcal{T}_{i}, \hat{\boldsymbol{u}}_{i, 1}, \ldots, \hat{\boldsymbol{u}}_{i, d}\right)$ converges to the deterministic measure $\mu$ defined in Definition 3.2.

In particular, $\frac{1}{n} \operatorname{Tr} \boldsymbol{R}(z) \xrightarrow{\text { a.s. }} g(z)$.
The proof follows similar arguments as in [9] and requires some additional arguments for controlling the statistical dependencies between the $\hat{\boldsymbol{u}}_{i, \ell}$ 's and the noise $\mathcal{W}$. In fact, the result is identical to that of [9] because $r=O(1)$, since the contribution of the rank-one terms vanish asymptotically. As shown in [9], in the case $c_{\ell}=\frac{1}{d}$ for all $\ell \in[d]$, the measure $\mu$ describes a semi-circle or Wigner-type law of compact support $S(\mu)=\left[-2 \sqrt{\frac{d-1}{d}}, 2 \sqrt{\frac{d-1}{d}}\right]$, the Stieltjes transform of which writes explicitly as

$$
\begin{equation*}
g(z)=\frac{-z d+d \sqrt{z^{2}-\frac{4(d-1)}{d}}}{2(d-1)}, \quad z \notin \mathcal{S}(\mu) \tag{6}
\end{equation*}
$$

Limiting spectral norms and alignments: We introduce the quantities $\alpha_{i j, \ell}=\lim \left|\left\langle\boldsymbol{x}_{i, \ell}, \boldsymbol{x}_{j, \ell}\right\rangle\right|, f(z)=z+g(z), h_{\ell}(z)=$ $-\frac{c_{\ell}}{g_{\ell}(z)}$ that shall be used subsequently. The main result brought by this paper describes the asymptotic singular values and alignments obtained after each tensor deflation step as stated by the following theorem.

Theorem 3.4. Assume that Assumption 3.1 holds. Then, $\lambda_{i}$, $\rho_{i j, \ell}$ and $\eta_{i j, \ell}$ satisfy the following system of equations

$$
\left\{\begin{array}{l}
f\left(\lambda_{i}\right)+\sum_{k=1}^{i-1} \lambda_{k} \prod_{\ell=1}^{d} \eta_{k i, \ell}-\sum_{k=1}^{r} \beta_{k} \prod_{\ell=1}^{d} \rho_{k i, \ell}=0,1 \leq i \leq r \\
h_{\ell}\left(\lambda_{i}\right) \rho_{j i, \ell}+\sum_{k=1}^{i-1} \lambda_{k} \rho_{j k, \ell} \prod_{m \neq \ell}^{d} \eta_{k i, m}-\sum_{k=1}^{r} \beta_{k} \alpha_{k j, \ell} \prod_{m \neq \ell}^{d} \rho_{k i, m}=0 \\
1 \leq \ell \leq d, 1 \leq i, j \leq r \\
h_{\ell}\left(\lambda_{i}\right) \eta_{j i, \ell}+g_{\ell}\left(\lambda_{j}\right) \prod_{m \neq \ell}^{d} \eta_{j i, m}+\sum_{k=1}^{i-1} \lambda_{k} \eta_{k j, \ell} \prod_{m \neq \ell}^{d} \eta_{k i, m}+\ldots \\
-\sum_{k=1}^{r} \beta_{k} \rho_{k j, \ell} \prod_{m \neq \ell}^{d} \rho_{k i, m}=0,1 \leq \ell \leq d, 1 \leq i<j \leq r
\end{array}\right.
$$

Sketch of the proof. We use similar arguments as in [9]: we evaluate the expectation of the scalar product between (4) and $\boldsymbol{x}_{i, \ell}$ or $\hat{\boldsymbol{u}}_{j, \ell}$ using Stein's Lemma. ${ }^{1}$ Along the proof, the variances of $\hat{\lambda}_{i}$ and of the alignments $\rho_{i j, \ell}, \eta_{i j, \ell}$ are shown to decay as $O\left(n^{-1}\right)$.

### 3.2. PARTICULAR CASE OF A RANK-2, ORDER-3 TENSOR

For the sake of clarity, let us consider the example of a rank-2 order-3 spiked tensor with $n_{1}=n_{2}=n_{3}$, for which we can get more insightful analytical results. The model in (2) becomes

$$
\begin{equation*}
\mathcal{I}_{1}=\sum_{i=1}^{2} \beta_{i} \boldsymbol{x}_{i, 1} \otimes \boldsymbol{x}_{i, 2} \otimes \boldsymbol{x}_{i, 3}+\frac{1}{\sqrt{n}} \mathcal{W} \tag{7}
\end{equation*}
$$

[^1]

Fig. 1: Illustration of $\left\langle\boldsymbol{x}_{i}, \hat{\boldsymbol{u}}_{j}\right\rangle$ for $(i, j) \in\{1,2\},\left\langle\hat{\boldsymbol{u}}_{1}, \hat{\boldsymbol{u}}_{2}\right\rangle, \hat{\boldsymbol{\lambda}}_{1}$ and $\hat{\boldsymbol{\lambda}}_{2}$ vs. their limits for $\beta_{2}=10$ and $\alpha=\left\langle\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right\rangle=0.7$ of the two spikes tensor model in (7). (a) shows the alignments between the signal components and the first singular vectors corresponding to the best rank-one approximation of $\mathcal{I}_{1}$. (b) shows the alignments with the second singular vectors computed after deflation. (c) depicts the singular values. (d) shows the alignments between the singular vectors computed at each step of the deflation procedure. Simulations were performed on a tensor of dimensions $(50,50,50)$.

Furthermore, we assume that for all $i \neq j$ and each $\ell \in[3]$, $\lim \left|\left\langle\boldsymbol{x}_{i, \ell}, \boldsymbol{x}_{j, \ell}\right\rangle\right|=\alpha \in[0,1]$. In this case, since all the dimensions $n_{i}$ are equal, the limits of $\left|\left\langle\boldsymbol{x}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle\right|$ and of $\left|\left\langle\hat{\boldsymbol{u}}_{1, \ell}, \hat{\boldsymbol{u}}_{2, \ell}\right\rangle\right|$ are both independent of $\ell$ by symmetry. Therefore, we drop their dependence on $\ell$ in our notations. The system of equations in Theorem 3.4 reduces to seven equations, as detailed in the following corollary:

Corollary 3.5. Denote $\rho_{i j}=\lim \left|\left\langle\boldsymbol{x}_{i, \ell}, \hat{\boldsymbol{u}}_{j, \ell}\right\rangle\right|$ for $i, j \in[2]$ and $\eta=\lim \left|\left\langle\hat{\boldsymbol{u}}_{1, \ell}, \hat{\boldsymbol{u}}_{2, \ell}\right\rangle\right|$ and suppose that Assumption 3.1 holds, then $\lambda_{i}, \rho_{i j}$ and $\eta$ satisfy $\psi(\boldsymbol{\lambda}, \boldsymbol{\beta}, \boldsymbol{\rho})=\mathbf{0}$ with $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}, \eta\right)$, $\boldsymbol{\rho}=\left(\rho_{11}, \rho_{12}, \rho_{21}, \rho_{22}\right), \boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \alpha\right)$ and

$$
\psi(\lambda, \boldsymbol{\beta}, \boldsymbol{\rho})=\left(\begin{array}{c}
f\left(\lambda_{1}\right)-\beta_{1} \rho_{11}^{3}-\beta_{2} \rho_{21}^{3}  \tag{8}\\
h\left(\lambda_{1} \rho_{11}-\beta_{1} \rho_{11}-\beta_{2} \alpha \rho_{21}^{2}\right. \\
h\left(\lambda_{1}\right) \rho_{21}-\beta_{1} \alpha \rho_{11}^{2}-\beta_{2} \rho_{21}^{2} \\
f\left(\lambda_{2}\right)+\lambda_{1} \eta^{3}-\beta_{1} \rho_{12}^{3}-\beta_{2} \rho_{22}^{3} \\
h\left(\lambda_{2}\right) \rho_{12}+\lambda_{1} \rho_{11} \eta^{2}-\beta_{1} \rho_{12}^{2}-\beta_{2} \alpha \rho_{22}^{2} \\
h\left(\lambda_{2}\right) \rho_{22}+\lambda_{1} \rho_{22} \eta^{2}-\beta_{1} \alpha \rho_{12}^{2}-\beta_{2} \rho_{22}^{2} \\
h\left(\lambda_{2}\right) \eta+q\left(\lambda_{1}\right) \eta^{2}-\beta_{1} \rho_{11} \rho_{12}^{2}-\beta_{2} \rho_{21} \rho_{22}^{2}
\end{array}\right)
$$

where $h(z)=\frac{-1}{g(z)}$ and $q(z)=z+\frac{g(z)}{3}$ with $g(z)$ given by (6) for $d=3$ and we recall that $f(z)=z+g(z)$.

Fixing $\boldsymbol{\beta}=\left(\beta_{1}, \boldsymbol{\beta}_{2}, \boldsymbol{\alpha}\right)$, one can solve $\psi(\boldsymbol{\lambda}, \boldsymbol{\beta}, \boldsymbol{\rho})=\mathbf{0}$ in $(\boldsymbol{\lambda}, \boldsymbol{\rho})$ using a Newton-Raphson method with 100 random initializations. We keep the solutions ensuring that $0 \leq \eta, \rho_{i j} \leq 1$ and $\lambda_{1}, \lambda_{2}>2 \sqrt{\frac{2}{3}}$. Note that the equation $\psi(\cdot, \boldsymbol{\beta}, \cdot)=\mathbf{0}$ can have several distinct solutions. These different solutions correspond to different sequences of critical points.

Indeed, we illustrate in Figure 1 the matching between $\hat{\lambda}=\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}, \hat{\eta}\right), \hat{\boldsymbol{\rho}}=\left(\hat{\rho}_{11}, \hat{\rho}_{12}, \hat{\rho}_{21}, \hat{\rho}_{22}\right)$ (where the rank-one approximations are performed using tensor power iteration initialized by tensor SVD [19]) and their asymptotic limits $\boldsymbol{\lambda}, \boldsymbol{\rho}$. We observe that, when $\alpha=0.7$, the equation $\psi(\cdot, \boldsymbol{\beta}, \cdot)=$
$\mathbf{0}$ has two solutions (we note $\left(\boldsymbol{\rho}^{(1)}, \boldsymbol{\lambda}^{(1)}\right)$ the solution with the highest $\rho_{12}$ and $\left(\boldsymbol{\rho}^{(2)}, \boldsymbol{\lambda}^{(2)}\right)$ the other solution) and our initialization of the tensor power method seems to favor the global minimizer. Moreover, note that for $\beta_{1}$ large enough (e.g. $\beta_{1}>2 \sqrt{2 / 3}$, as per Figure 1), signal detection is always possible and the singular vector $\hat{\boldsymbol{u}}_{1}$ presents a higher alignment with the signal components having the highest $\beta_{i}$. However, when $\beta_{1}$ is not large enough, there exists a region (see in particular Figure 1(b)) where it is information-theoretically impossible to detect a signal, while outside this region estimation becomes possible with the MLE. We refer the reader to $[6,9]$ for detailed discussions about the detectability threshold in the rank-one case.

## 4. CONCLUSION AND DISCUSSION

We have provided an analysis of a tensor deflation method in the high-dimensional regime and assumed a low-rank spiked tensor model with correlated signal components. Our analysis allows for a precise description of the asymptotic behavior of such models. Moreover, our results can be exploited to design an estimator of the model parameters by solving the system $\psi(\hat{\boldsymbol{\lambda}}, \cdot, \cdot)=\mathbf{0}$, therefore, possibly resulting in improved deflation. This paves a new way for the analysis of more sophisticated tensor decomposition methods and the understanding of more general tensor models through random tensor theory.

Our current results still have some limitations. In particular, we consider Assumption 3.1 which is standard in the analysis of large spiked random tensors [6] but the almost sure convergences stated therein need to be proved through concentration results. Also, the existence and uniqueness of the solutions of the involved systems of equations are not discussed in this paper and are left for future investigation.
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