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Abstract

In this paper, we provide a large dimensional analysis of the Softmax classifier, extensively used in modern neural networks. We discover and prove that, when the classifier is trained on data satisfying reasonable concentration assumptions, its weights become deterministic and solely depend on the statistical means and covariances of the data. As a striking consequence, despite the implicit and non-linear nature of the underlying optimization problem, the performance of the Softmax classifier is the same as if performed on a mere Gaussian mixture model, thereby disrupting the intuition that non-linearities inherently extract advanced statistical features from the data. Our findings are in particular theoretically sustained as well as numerically confirmed on CNN representations of images produced by GANs.

1 Introduction

The intricate nature of deep neural network training leaves little insight on the specific information encoded into the inter-layer connectivity weights of a fully trained network, thereby so far not allowing for particularly useful interpretation and control of their performances [YKYR18]. At the very source of these difficulties are the multiple non-linearities and the implicit optimization scheme involved in the network design: the activation functions in the intermediate layers as well as the soft or hard final decision layer [LWL\textsuperscript{+17}]. For lack of a tractable comprehensive analysis, literature studies have mostly focused on individual components which, when isolated, become tractable. For instance, the effect of non-linearities in a single-hidden layer network was analysed in [PW17, LLC\textsuperscript{+18}], the learning dynamics in elementary network designs in [SMG13, dCPS\textsuperscript{+18}] and the overall understanding of the geometry of the loss surface in a largely approximated version of a deep neural net in [PB17, CHM\textsuperscript{+15}].

These works are however restricted to the analysis either of the intermediate layers of practical neural nets, or oversimplify the network to an extent that makes the results rather impractical. The present article instead focuses on the training of the weights of the last decision layer, by specifically studying the widely used Softmax component in neural networks classifiers. The Softmax classifier has the property, which we will see to be of importance here, to be optimal for Gaussian mixture inputs with equal covariance [YW19]. Specifically, assuming the feature representations of the data fixed at the penultimate layer of the network, and modelling these features as concentrated random vectors [Led05] (which is a natural assumption as concentrated random vectors enjoy the property to be stable through Lipschitz maps, and thus through the action of intermediate neural network layers [SLTC20]), the article studies the statistical behavior of this last layer once trained (see Figure 1).

Our analysis leverages recent advances in random matrix theory by supposing the realistic setting where the number of data samples $n$ (here their representations at the penultimate layer) and their
dimension \( p \) (the size of this representation, i.e., the number of neurons in the one-before-last layer) are both large and comparable.

From a technical standpoint, as the Softmax classifier training corresponds to a (possibly non-convex) optimization problem, our analysis of the Softmax weights is performed by first expressing the optimization problem as a contracting fixed point equation, and then showing that the assumed concentration properties of the data features naturally transfer to the solution of the fixed-point equation, and thus to the Softmax weights. This has the major consequence that, as \( n, p \to \infty \), the Softmax weights tend to have a deterministic behavior which we express explicitly as a function of the data statistics and the Softmax parameters.

Our most fundamental findings may be summarized as follows:

1. the above deterministic behavior exhibits a surprising universality of the Softmax classifier, in the sense that the large dimensional statistics of the weights solely depend on the statistical means and covariances of the input data features;
2. this suggests in turn that, quite counter-intuitively, at least as far as the last Softmax classification layer is concerned, no further discriminative feature of the data is extracted and, possibly most outstandingly, the Softmax layer treats the input data as if they were Gaussian random vectors; this, in passing, supports the Gaussianity assumption on the data representations commonly considered in the literature \cite{HRU17, PRU18};
3. combined to the aforementioned optimality of the Softmax classifier on Gaussian mixture models with strongly discriminative class-wise means, this compellingly supports an overall classification optimality of the Softmax classifier on large dimensional representations of real data. A similar behavior was already pointed out, yet not well understood, by the authors in \cite{MVPC13, GCM18};
4. Our findings are supported both theoretically and practically by considering the input data features as CNN-representations of images generated by the BigGAN model \cite{BDS18}.

In the remainder of the article, we introduce more precisely the present model of Softmax classification training and recall some concentration of measure tools necessary for best understanding (Section 2), before stating our main theoretical results (Section 3) along with supporting experiments and further concluding remarks (Section 4). The detailed derivations of our results are deferred to Section 5 and the Supplementary Material.

**Notation:** For \( m \in \mathbb{N}, [m] \equiv \{1, \ldots, m\} \). Vectors are denoted by boldface lowercase and matrices by boldface uppercase letters. The set of matrices of size \( p \times n \) is denoted \( \mathcal{M}_{p,n} \), the set of squared matrices and diagonal matrices of size \( n \) respectively \( \mathcal{M}_n \) and \( \mathcal{D}_n \). \( \| \cdot \| \) is the Euclidean (resp., spectral) norm for vectors (resp., matrices with \( \| \cdot \| : \mathcal{M} \to \sup_{\|u\| \leq 1} \|Mu\| \)): \( \| \cdot \|_F \) stands for the Frobenius norm \( \| \cdot \|_F : \mathcal{M} \to \sqrt{\text{Tr}(MM^T)} \) and \( \| \cdot \|_* \) stands for the nuclear norm \( \| \cdot \|_* : \mathcal{M} \to \sqrt{\text{Tr}(\sqrt{MM^T})} \) (which is the dual norm of the spectral norm for the scalar product \( A, B \to \text{Tr}(A^T B) \)). \( \otimes \) stands for the Kronecker product.

## 2 Model setting

### 2.1 The Softmax classifier

Let \((x_1, y_1), \ldots, (x_n, y_n)\) be a set of \( n \) labeled data associated to one of \( k \) classes \( C_1, \ldots, C_k \), where \( x_i \in \mathbb{R}^p \) and \( y_i \in \mathbb{R}^k \) is one-hot encoded vectors such that \( y_{i\ell} = 1 \) if \( x_i \in C_\ell \). The \( x_i \)'s are assumed
We note then
We first characterize the data classes: if \( y \in \mathbb{R} \), \( \psi \in \mathbb{R}^d \)
which aims to determine the class-wise weight vectors \( w_1, \ldots, w_k \in \mathbb{R}^p \)
minimizing the loss\(^1\), for some real-valued function \( \phi : \mathbb{R} \to \mathbb{R} \):
\[
\mathcal{L}(w_1, \ldots, w_k) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{\ell=1}^{k} \frac{y_{i\ell}}{p_{i\ell}} + \frac{1}{2} \sum_{\ell=1}^{k} \lambda_\ell \|w_\ell\|^2 \quad \text{with} \quad p_{i\ell} = \frac{\phi(w_\ell^T x_i)}{\sum_{j=1}^{k} \phi(w_j^T x_i)}
\]
In particular, the classical Softmax classifier corresponds to the case where \( \phi(t) = e^t [GP17] \).
Cancelling the loss function gradient with respect to each weight vector \( w_\ell \) yields
\[
\lambda_\ell w_\ell = -\frac{1}{n} \sum_{i=1}^{n} \left( y_{i\ell} \psi(w_\ell^T x_i) - \frac{\phi(w_\ell^T x_i)}{\sum_{j=1}^{k} \phi(w_j^T x_i)} \sum_{j=1}^{k} y_{ij} \psi(w_j^T x_i) \right) x_i, \quad \ell \in [k],
\]
where \( \psi \equiv \phi' / \phi \). Under appropriate statistical assumptions on the data matrix \( X = \{x_1, \ldots, x_n\} \in \mathcal{M}_{p,n} \) and on \( \psi \), and assuming \( p, n \) large, we subsequently show that the vector \( W = [w_1^T, \ldots, w_k^T]^T \in \mathbb{R}^{pk} \) has a well defined behavior, which in turn allows us to accurately predict the performances of the Softmax classifier.

### 2.2 Mixture of concentrated random vectors

We first characterize the data classes: if \( y_{i\ell} = 1 \), then \( x_i \in \mathbb{R}^p \) is a random vector with
\[
E[x_i] = \mu_\ell, \quad E_{x_i}[x_i^T x_i^T] - \mu_\ell \mu_\ell^T \equiv \Sigma_\ell.
\]
The vectors \( x_1, \ldots, x_n \) are further assumed to be independent and are such that \( X = \{x_1, \ldots, x_n\} \in \mathcal{M}_{p,n} \) satisfies a concentration property. To properly state this assumption (Assumption 1), which is central to our analysis, we first define the notion of random vector concentration.

**Definition 1** (Concentrated vector). Given a set of indices \( S \), a sequence of normed vector spaces \( (E_s, \| \cdot \|_s)_{s \in S} \), a sequence of random vectors \( Z_s \in E_s \), a sequence of positive numbers \( \sigma_s \), we say that \( Z_s \) is \( q \)-exponentially concentrated with an observable diameter of order \( O(\sigma_s) \) if there exists two constants \( C, c > 0 \) such that for all sequence of \( 1 \)-Lipschitz mappings \( f_s : E_s \to \mathbb{R} \):
\[
\forall s \in S, \forall t > 0 : \mathbb{P} \left( \| f_s(Z_s) - E[f_s(Z_s)] \| \geq t \right) \leq Ce^{-c(t/\sigma_s)^q}.
\]
We note then \( Z_s \sim \mathcal{E}_q(\sigma_s) \), or simply \( Z \sim \mathcal{E}_q(\sigma) \); when \( \sigma_s = O(1) \), we write \( Z_s \sim \mathcal{E}_q \).

The prototypical example of a concentrated random vector is the Gaussian random vector \( Z_s \sim \mathcal{N}(0, I_p) \) for which \( Z_s \sim \mathcal{E}_2(\text{[Led05]}). \) But the richness of concentrated random vectors lies in their fundamental stability property through Lipschitz operations, which naturally generates wide families of concentrated random vectors.

**Remark 2.1** (Stability through Lipschitz transformations). *It is easily deduced from Definition 1 that given a sequence of positive numbers \( L_s > 0 \) and a sequence of \( L_s \)-Lipschitz transformations \( \phi_s : (E_s, \| \cdot \|_s) \to (E_s, \| \cdot \|_s) \), if \( Z_s \sim \mathcal{E}_q(\sigma_s) \), then \( \phi_s(Z_s) \sim \mathcal{E}_q(L_s \sigma_s) \) (indeed, for all \( f_s : F_s \to \mathbb{R} \), \( 1 \)-Lipschitz, \( \frac{1}{L_s} f_s \circ F_s \) is \( 1 \)-Lipschitz, and one can employ inequality 2 to \( \frac{1}{L_s} \)).*  

In particular, the concentration of Gaussian vectors combined with the stability through Lipschitz transformations as per Remark 2.1 provides a wide range of random vectors, among which random vectors with possibly quite complex dependence structures between their entries. A remarkable example of such random vectors are random vectors produced by generative adversarial networks (GANs) [GPAM*14]: GAN random vectors notably satisfy that their outputs has the same concentration\(^2\) as their inputs [SLTC20]; in particular, for Gaussian \( \mathcal{N}(0, I_m) \) inputs (as traditionally assumed) whose observable diameter does not depend on the dimension \( m \), the observable diameter of the GAN outputs does not increase with the data dimension. Besides, further operations through

---

\(^1\)Biases are not introduced in the present formulation as their effect is known to be negligible in practice [KXR*19] and would only decrease the readability and accessibility of our results.

\(^2\)When the GAN model has a controlled Lipschitz constant, which is practically ensured by Spectral Normalization as in the BigGAN model [BDS18].
neural network layers with controlled Lipschitz norms (as is again traditionally done) on concentrated random vectors also maintain the concentration and observable diameter.

As a consequence of the above remark, making the approximation that GAN-generated data are alike real data, we may assume that GAN data fed into the first layer of a deep neural network are output in the one-before-last layer as a concentrated random vector with observable diameter independent of its dimension. This is summarized into our present Softmax input data assumption:

**Assumption 1** (Concentrated data). Letting \( X = [x_1, \ldots, x_n] \), \( X \sim \mathcal{E}_2 \).

In the terms of Definition 1, Assumption 1 holds here for \( s = (p, n) \) with \( S = \mathbb{N}^2 \). In order to be able to transfer the concentration of \( X \) to the Softmax weights \( w_1, \ldots, w_k \), a further condition is needed: the number of data \( n \) must scale with the data dimension \( p \), i.e., \( S = \{(p, n) \in \mathbb{N}^2, \kappa p \leq n \leq K p\} \) for some \( K > \kappa > 0 \). This is summarized by the request:

**Assumption 2** (Growth rate). \( n = O(p) \) and \( p = O(n) \).

Concentrated vectors satisfy a host of interesting properties (the reader being referred to [Led05] for a detailed account and to [LLC+18] for their application to random matrix asymptotics, closer to the present work). We merely stress here one of these properties, of central importance to the present work, and which fundamentally justifies the appearance of Gaussian-like behaviors in large neural networks, even when the neural network input is far from Gaussian [KGC18, NBA+18].

**Theorem 2.2** (CLT for concentrated vectors [Kla07, FGP07]). Let \( X \in \mathbb{R}^p \) be a random vector with \( \mathbb{E}[X] = 0 \) and \( \mathbb{E}[XX^\top] = I_p \), and let the concentration of \( X \) be the uniform measure on the sphere \( S_{p-1} \subset \mathbb{R}^p \) of radius 1. Then, if \( X \sim \mathcal{E}_2 \), there exists two constants \( C, c > 0 \) and a set \( \Theta \subset S_{p-1} \) such that \( \mathbb{σ}(\Theta) \geq 1 - \sqrt{p} e^{-c\sqrt{p}} \) and \( \forall \theta \in \Theta \):

\[
\sup_{t \in \mathbb{R}} |\mathbb{P}(\theta^\top X \geq t) - G(t)| \leq p^{-1/4}
\]

for \( G \) the cumulative distribution function of an \( \mathcal{N}(0, 1) \) random variable.

### 3 Main results

#### 3.1 Behavior of the Softmax classifier weights and performance estimation

This section characterizes the statistical behavior of the Softmax classifier weights \( W = [w_1^\top, \ldots, w_k^\top] \in \mathbb{R}^{pk} \) under Assumptions 1–2 and, as a result, accesses the asymptotic performances of the classifier.

To this end, our approach is to first write the implicit defining equation 1 of \( W \) under the formal form \( W = \Psi(W) \), for \( \Psi: \mathbb{R}^{pk} \to \mathbb{R}^{pk} \) to characterize, and then to transfer the concentration of \( X \) (Assumption 1) to a concentration of \( W \).

For the concentration of \( X \) to propagate into \( W \) defined through the formal form \( W = \Psi(W) \), \( \Psi \) is required to have contracting properties, which in turn will enforce structural conditions on the operator \( \phi \) and on the regularizers \( (\lambda_k)_{k \in [k]} \). Specifically \( \Psi \) is requested to be \((1 - \varepsilon)\)-Lipschitz (for some \( \varepsilon > 0 \)) so to ensure, thanks to the Banach fixed point theorem, the existence and uniqueness of \( W \in \mathbb{R}^{pk} \). However, being a random map depending on \( X \), \( \Psi \) is only contracting under the (asymptotically highly probable) event \( A_X \) (see Section 2 of the Supplementary Material) that the norm of \( X \) is not too large. With these informal steps in mind, we are in position to state our main results.

**Theorem 3.1** (Concentration of \( W \)). Under Assumptions 1 and 2 and additional assumptions on \( \phi \) and \( (\lambda_k)_{k \in [k]} \) provided in Section 2 of the Supplementary Material (Assumptions 3, 4 and 5), there exist two constants \( C, c > 0 \) and an event \( A_X \) with \( \mathbb{P}(A_X) > 1 - Ce^{-cn} \) such that

\[
(W \mid A_X) \sim \mathcal{E}_2 \left( \sqrt{\log n/n} \right).
\]

---

1 Formally, in the present setting, it is sufficient that \( p \leq \frac{1}{2}n \). However, to obtain simpler expressions, it is convenient to assume, in addition, that \( n \leq K p \).

2 Formally, the random vector \( W \) is a measurable mapping \( \Omega \to \mathbb{R}^{pk} \), where \( (\Omega, \mathcal{F}, \mathbb{P}) \) is the underlying probability space. If \( \mathbb{P}(A) > 0 \), for \( A \in \mathcal{F} \), the random vector \( (W \mid A) \) is the measurable mapping \( A \to \mathbb{R}^{pk} \) such that, \( \forall x \in A \), \( (W \mid A)(x) = W(x) \). The statistics of \( (W \mid A) \) are then computed in the probability space \( (A, \mathcal{F} \cap A, \mathbb{P}_A) \), where \( \mathcal{F} \cap A = \{ B \cap A, B \in \mathcal{F} \} \) and \( \forall B \in \mathcal{F}, \mathbb{P}_A(B) = \mathbb{P}(B) / \mathbb{P}(A) \).
Then, under Assumptions 1 and 2 and additional assumptions on which are:

The central outcome of Theorem 3.2 is that, under the data concentration Assumption 1, the behavior

The data are normalized such that their norm is $\|\mathbf{x}\|\leq O$ [SIV A17] representations ($p = 512$) of images generated by the BigGAN model [BDS18] which are concentrated vectors [SLTC20]. We considered $k = 3$ classes which are: hamburger, mushroom, pizza. $n = 3000$ and the regularization constants $\lambda_1, \lambda_2, \lambda_3 = 1.5$. The data are normalized such that their norm is $0.1 \cdot \sqrt{p}$ to ensure $\mathcal{A}_x$.

Since their observable diameter ($\sqrt{\log n/n}$) vanishes at large $n$, it therefore entails from Theorem 3.1 that the random weights vector $\mathbf{W}$ tend to be deterministic as $p, n$ grow large. The subsequent result further characterizes its first and second order statistics at large $p, n$.

**Theorem 3.2 (Asymptotic statistics of $\mathbf{W}$).** Define the statistics

$$m_W \equiv \mathbb{E}[\mathbf{W}], \quad C_W \equiv [\mathbf{W}\mathbf{W}^\top] - m_W m_W^\top.$$  

Then, under Assumptions 1 and 2 and additional assumptions on $\phi$ and $(\lambda_t)_{t \in [k]}$ provided in Section 2 of the Supplementary Material (Assumptions 3, 4 and 5), there exists a deterministic mapping $\mathcal{F}_{\mu, \Sigma} = \mathcal{F}_{\mu, \Sigma}(\mu_1, \ldots, \mu_k, \Sigma_1, \ldots, \Sigma_k) : \mathbb{R}^{pk} \times \mathcal{M}_{pk} \rightarrow \mathbb{R}^{pk} \times \mathcal{M}_{pk}$ depending only on the statistics $\mu_1, \ldots, \mu_k$ and $\Sigma_1, \ldots, \Sigma_k$ of $\mathbf{X}$, such that the equation

$$(\mathbf{m}, C) = \mathcal{F}_{\mu, \Sigma}(\mathbf{m}, C) \quad \text{with} \quad \mathbf{m} \in \mathbb{R}^{pk}, \quad C \in \mathcal{M}_{pk}$$

admits a unique solution $(\bar{\mathbf{m}}_W, \bar{C}_W)$. Besides,

$$\|\bar{\mathbf{m}}_W - m_W\| \leq O\left(\sqrt{\log n/n}\right) \quad \text{and} \quad \|\bar{C}_W - C_W\|_* \leq O\left(\sqrt{\log n/n}\right).$$

The exact expression of $\mathcal{F}_{\mu, \Sigma}$, explicitly given in (8), is rather elaborate and of limited interest at this point. Section 5 provides more extensive details.

The central outcome of Theorem 3.2 is that, under the data concentration Assumption 1, the behavior of the Softmax classifier only depends on the class-wise means and covariances of the input data. This arises as a direct consequence of the Lipschitz character of the Softmax classifier which preserves concentration (by the stability result of Remark 2.1), and of the presence of a projection of the parameter vectors $\mathbf{w}_t$ onto the concentrated data $\mathbf{x}_t$ at the core of the optimization formulation: according to Theorem 2.2, these projections induce an asymptotic Gaussian behavior with mean and variance depending only on the first statistics of the data and the weights vector $\mathbf{W}$.

Once the Softmax classifier is trained, the probability for a new datum $\mathbf{x}$ to belong to class $\ell \in [k]$ is explicitly given by $\nu(\mathbf{x}) = \phi(\mathbf{w}_\ell^\top \mathbf{x})/\sum_{j \in [k]} \phi(\mathbf{w}_j^\top \mathbf{x})$. As a consequence of Theorem 2.2, $\mathbf{w}_\ell^\top \mathbf{x}$ has a high probability to be Gaussian (since $\mathbf{x}$ is concentrated and $\mathbf{w}_t$ has a deterministic behavior). The performances of the Softmax classifier are therefore theoretically tractable.

**Corollary 3.3 (Generalization performance of the Softmax classifier).** For $\ell \in [k]$, there exists $\bar{\mathbf{K}}^\ell \in \mathbb{R}^{k-1}$ and $\bar{K}^\ell \in \mathcal{M}_{k-1}$ both depending only on $\mu_1, \ldots, \mu_k$ and $\Sigma_1, \ldots, \Sigma_k$ such that the
which again show a perfect match between theory and practice, thereby strongly suggesting that the
we recall is only requested to satisfy a very loose concentration behavior (Assumption 1). The exact
which only depend on the class-wise means and covariances of the input data. This demonstrates the
This section provides an experimental setup to support our theoretical findings. The input data
between the learned weights and the theoretical predictions. In Section 5 of the Supplementary
reports similar outputs for real ImageNet data. We importantly stress that, as per Corollary 3.3, the
observed between empirical values and theoretical statistics. Section 5 of the Supplementary Material
set against their estimated statistics according to Corollary 3.3. An almost perfect match is again
Figure 3 next displays the class-wise scores of a practical Softmax classifier on an independent test
conclusions of Theorem 3.2 extend to real data.

as per Theorem 3.2. Despite the finite $p,n$ setting of the simulation, a perfect match is observed
this setting, Figure 2 depicts the learned Softmax weights against their expected large
noise (as per the BigGAN model), $X$ is concentrated by construction and satisfies Assumption 1, as
requested (see [SLTC20] for a detailed analysis of the Lipschitz properties of these networks). Under
setting of the simulation, a perfect match is observed
the Supplementary Material. Further experiments are performed on real images from the ImageNet dataset [DDS^+09],
which again show a perfect match between theory and practice, thereby strongly suggesting that the

Figure 3 next displays the class-wise scores of a practical Softmax classifier on an independent test
set against their estimated statistics according to Corollary 3.3. An almost perfect match is again
observed between empirical values and theoretical statistics. Section 5 of the Supplementary Material
reports similar outputs for real ImageNet data. We importantly stress that, as per Corollary 3.3, the
theoretical estimates were obtained using only the empirical class-wise means and covariances of the
input data. Figure 3 thus confirms the theoretically predicted universality of the Softmax classifier. A
Python implementation is attached for reproducibility of these experiments.

3We used its Pytorch implementation [PGM^+19] pre-trained on the Imagenet dataset [DDS^+09].
4 Concluding Remarks

As a consequence of Corollary 3.3, we have demonstrated that, even though the Softmax classifier has a non-linear nature, a property supposedly useful to extract “deep” non-linear features, for \( n, p \) rather large, the input data are in fact treated as if they were distributed as a mere Gaussian mixture model. This large dimensional universality phenomenon fundamentally revisits the conventional insights acquired along the years on non-linear classification methods.

As an aftermath, the Softmax classifier being optimal for Gaussian mixture inputs with common covariance, our study is strongly suggestive of the optimality of Softmax as the last layer of a deep neural network classifier.

Yet, the present study assumes a clear-cut separation between a back-end network training isolated from the front-end Softmax layer (as depicted in Figure 1). A thorough validation of the equivalence between full network training and this divided approach is a necessary final step to confirm the claimed optimality and anticipate the performances of Softmax classification.

5 Proof of the Main Results

We now provide the main ingredients to obtain the result of Theorem 3.2, which mainly unfolds from two essential steps: (i) the control of the statistical dependencies between \( W \) and \( \tilde{X} \), presented in Subsection 5.1, and (ii) the estimation of the statistics \( m_W \) and \( C_W \) of the weight vector \( W \) (in Subsection 5.2). We start by reformulating (1) in the compact and convenient form

\[
\Lambda W = \frac{1}{n} \sum_{i=1}^{n} \tilde{x}_i f_i (\tilde{x}_i^T W) \tag{4}
\]

where \( \tilde{X} = [\tilde{x}_1, \ldots, \tilde{x}_n] \in \mathcal{M}_{kp, kn}, f(\tilde{X}^T W) \in \mathbb{R}^{kn} \) and \( \Lambda = \text{Diag}(\lambda_1, \ldots, \lambda_k) \otimes I_p \in \mathcal{M}_{kp} \). For lack of space, the expressions of \( \tilde{x}_i \in \mathcal{M}_{pk, k} \) (which relates directly to \( x_i \)), and of the functions \( (f_i)_{i\in[n]} \) are deferred to Section 1 of the Supplementary Material.

5.1 Control of the dependencies

Applying the expectation operator both sides to (4), the main technical difficulty arises from the evaluation of \( \mathbb{E}[x_i f_i(\tilde{x}_i^T W)] \) due to the elaborate dependencies between the weight vector \( W \) and the data \( \tilde{x}_i \). Note that \( \tilde{x}_i^T W \text{ a priori has no reason of being Gaussian (even in the limit) and the performances of the Softmax classifier may depend on high order statistics of } X \). These statistical dependencies are dealt with by introducing a mapping \( W_{-i} : [0, 1] \rightarrow \mathbb{R}^{pk} \), defined for \( i \in [n] \), as the unique solution to:

\[
\forall t \in [0, 1] : \Lambda W_{-i}(t) = \frac{1}{n} \sum_{j \neq i} \tilde{x}_j f_j (\tilde{x}_j^T W_{-i}(t)) + \frac{1}{n} t \tilde{x}_i f_i (\tilde{x}_i^T W_{-i}(t)). \tag{5}
\]

This mapping can be seen as a path between the weights vector \( W = W_{-i}(1) \) of the Softmax classifier and \( W_{-i}(0) \) which is completely independent of \( \tilde{x}_i \) and which will be simply denoted \( W_{-i} \).

Using the inverse function theorem, the mapping \( t \mapsto W_{-i}(t) \) is differentiable, we then deduce the following central close form formula:

\[
W_{-i}'(t) = \frac{1}{n} Q_{-i}(t) \tilde{x}_i \chi_i'(t) \quad \text{with} \quad Q_{-i}(t) \equiv \left( \Lambda - \frac{1}{n} \tilde{X}_{-i} D^{(i)}(t) \tilde{X}_{-i}^T \right)^{-1} \in \mathcal{M}_{kp}, \tag{6}
\]

where \( \chi_i(t) \equiv f_i (\tilde{x}_i^T W_{-i}(t))) \), \( D^{(i)}(t) \equiv df_j |_{\tilde{X}_j^T W_{-i}(t)} \in \mathcal{M}_k \), \( D^{(i)}(t) \in \mathcal{M}_{kn} \) is a block-diagonal matrix with block-diagonal matrices \( D^{(i)}_j(t) \in \mathcal{M}_k \) for \( j \in [n] \), and finally \( \tilde{X}_{-i} = (\tilde{x}_1, \ldots, \tilde{x}_{i-1}, 0, \tilde{x}_{i+1}, \ldots, \tilde{x}_n) \in \mathcal{M}_{pk, kn} \) (\( \tilde{X}_{-i} \) is independent of \( \tilde{x}_i \)).

Relying on concentration of measure arguments [LC20], the random vector \( Q_{-i}(t) \tilde{x}_i \) is almost constant in terms of \( t \) and thus almost equal to \( Q_{-i}(0) \tilde{x}_i \). Moreover, the fact that \( Q_{-i}(0) \) (also simply denoted \( Q_{-i} \)) is independent of \( \tilde{x}_i \) allows us to integrate the identity (6) to obtain the core
result of the article relating $W$ and $W_{-i}$. Specifically, we have the following concentration inequality, for some constants $C, c > 0$:
\[ \forall t > 0 : \mathbb{P}\left( \left\| \hat{x}_i^T W - \hat{x}_i^T W_{-i} + \frac{1}{n} \hat{x}_i^T Q_{-i} \hat{x}_i f_i(\hat{x}_i^T W) \right\| \geq t \mid A_X \right) \leq Ce^{-cn t^2 / \log n}. \quad (7) \]

5.2 Estimating the mean and covariance of the Softmax weights

By breaking the statistical dependencies of the problem through $W_{-i}$, we may now access and estimate the statistics $m_W$ and $C_W$. This precisely comes from a deterministic approximation of the quadratic form $\frac{1}{n} \hat{x}_i^T Q_{-i} \hat{x}_i$ in (7) in the large $n, p$ limit, a result inspired by [LC20]:

**Proposition 5.1.** For any $\ell \in [k]$, let $n_{\ell}$ be the number of columns of $X$ in class $C_\ell$ and, for any block diagonal matrix $\Delta = \text{Diag}(\Delta_{\ell})_{1 \leq \ell \leq k} \in \mathcal{M}_{k^2}$ ($\forall \ell \in [k], \Delta_{\ell} \in \mathcal{M}_k$), let
\[ Q(\Delta) = \left( \Lambda - \sum_{a=1}^{k} \frac{n_a}{n} \Gamma_a(\Delta_a) \otimes S_a \right)^{-1} = \begin{pmatrix} Q_{1,1}(\Delta) & \cdots & Q_{1,k}(\Delta) \\ \vdots & \ddots & \vdots \\ Q_{k,1}(\Delta) & \cdots & Q_{k,k}(\Delta) \end{pmatrix} \in \mathcal{M}_{k^2}, \]

where $\Gamma_a(\Delta_a) = \mathbb{E}\left[ (I_k - D_j^{-1}(0) \Delta_a)^{-1} D_j^{-1}(0) \right]$ for $x_j$ in class $C_\ell$ and $S_\ell = \mathbb{E}[x_j x_j^T]$. Then the fixed point equation
\[ \Delta = \frac{1}{n} \text{Tr} \left( S_{\ell} Q_{a,b}(\Delta) \right) \]

admits a unique solution $\Delta_{\ell} \in \mathcal{M}_{k^2}$ that satisfies, for any $x_i$ in class $\ell \in [k]$,
\[ \forall t > 0 : \mathbb{P}\left( \left\| \frac{1}{n} \hat{x}_i^T Q_{-i} \hat{x}_i - \Delta_{\ell} \right\| \geq t \mid A_X \right) \leq Ce^{-cn t^2 / \log n} \]

for some constants $C, c > 0$.

From this result, using the identity (7), we then obtain an estimation for $\hat{x}_i^T W$:

**Proposition 5.2.** For any $v \in \mathbb{R}^k$, there exists a unique point $g_i(v) \in \mathbb{R}^k$ satisfying:
\[ g_i(v) = v - \Delta_{\ell} f_i(g_i(v)), \]
and, for some constants $C, c > 0$,
\[ \mathbb{P}\left( \left\| \hat{x}_i^T W - g_i(\hat{x}_i^T W_{-i}) \right\| \geq t \mid A_X \right) \leq Ce^{-cn t^2 / \log n}. \]

Therefor, letting $h_i = f_i \circ g_i$, by H"older’s inequality [Fin92], since $\hat{x}_i$ is concentrated,
\[ \left\| m_W - \frac{1}{n} \sum_{i=1}^{n} \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i})] \right\| = O \left( \sqrt{\log n} \right), \]
\[ \left\| C_W - \frac{1}{n^2} \sum_{i=1}^{n} \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i}) h_i(\hat{x}_i^T W_{-i})^T \hat{x}_i^T] \Lambda^{-1} \right\| = O \left( \sqrt{\log n} \right). \]

Knowing from Theorem 2.2 that $\hat{x}_i^T W_{-i}$ is asymptotically Gaussian, $\mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i})]$ and $\mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i}) h_i(\hat{x}_i^T W_{-i})^T \hat{x}_i^T]$ can be explicitly evaluated (for instance using Stein’s Lemma [LN08]), and only depend on the statistical means and covariances of $\hat{x}_1, \ldots, \hat{x}_n$ and of $W_{-i}$ (which has the same statistics as $W$). Their exact expressions are provided in Section 3 of the Supplementary Material. Finally, let us introduce the $2k$ functions $m_1, \ldots, m_k : \mathbb{R}^{kp} \times \mathcal{M}_{kp} \to \mathbb{R}^{kp}$ and $c_1, \ldots, c_k : \mathbb{R}^{kp} \times \mathcal{M}_{kp} \to \mathcal{M}_{kp}$ defined, $\forall i \in [n]$, by
\[ m_{k(i)}(m_W, C_W) = \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i})] \]
\[ c_{k(i)}(m_W, C_W) = \frac{1}{n} \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i}) h_i(\hat{x}_i^T W_{-i})^T \hat{x}_i^T] \Lambda^{-1}, \]

where $k(i)$ denotes the class of $\hat{x}_i$ and $m_W$ and $C_W$ are respectively the mean and covariance of $W$. The mappings $(m_1)_{1 \leq i \leq k}$ and $(\sigma_1)_{1 \leq i \leq k}$ are uniquely determined by the means $\mu_1, \ldots, \mu_n$ and the covariances $\Sigma_1, \ldots, \Sigma_n$. In particular, the deterministic pair $(m_W, C_W)$, defined as the unique solution of
\[ m_W = \sum_{\ell=1}^{k} \frac{n_{\ell}}{n} m_{\ell}(m_W, C_W) \quad \text{and} \quad C_W = \sum_{\ell=1}^{k} \frac{n_{\ell}}{n} c_{\ell}(m_W, C_W), \quad (8) \]
is a good approximation for $(m_W, C_W)$ as stated in Theorem 3.2.
Broader Impact

In this work, we provided a theoretical analysis of the widely used Softmax component in neural network classifiers, by deriving the exact high dimensional asymptotic performances of this classifier in terms of its inputs statistics. An important positive impact of this work is the in-depth analysis and understanding of the interplay between the data representations and the last trained layer of neural networks. The developed theoretical approach in this study presents fair and non-offensive societal consequences.
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1 Notations

We consider the following notations: \( \tilde{x}_i = \begin{pmatrix} x_i \\ \vdots \\ x_i \end{pmatrix} \in \mathcal{M}_{p,k} \forall i \in [n] \), and introduce the functions:

\[
\begin{align*}
  f_i : \mathbb{R}^k &\rightarrow \mathbb{R}^k \\
  v &\rightarrow \left[ \frac{\phi(v)}{\sum_{j=1}^k \phi(v_j)} \sum_{j=1}^k y_j^{(i)} \psi(v_j) - y_\ell^{(i)} \psi(v_\ell) \right]_{1 \leq \ell \leq k}
\end{align*}
\]

Introduce the matrix \( \tilde{X} = (\tilde{x}_1, \ldots, \tilde{x}_n) \in \mathcal{M}_{kp,kn} \), equation (1) of the Main Paper becomes:

\[
\Lambda W = \frac{1}{n} \tilde{X} f(\tilde{X}^\top W)
\]

where \( \Lambda = \text{Diag}(\Lambda_1, \ldots, \Lambda_k) \otimes I_p \) and \( f(\tilde{X}^\top W) \in \mathbb{R}^{kn} \) concatenates the elements \( f_i(\tilde{x}_i^\top W) \in \mathbb{R}^k \).

2 Concentration of the classifier weights

In this section, we provide the conditions under which the weights vector \( W \) is concentrated as per Theorem 3.1 of the Main Paper. Rewriting (1) as \( W = \Psi(\tilde{W}) \), one sees that \( \Psi \) is contracting if \( \|d\Psi_{\ell w}\| \leq 1 - \varepsilon \) for some \( \varepsilon > 0 \). Now, since \( \|d\Psi_{\ell w}\| \leq \frac{1}{k} \|\Lambda^{-1}\| \|X\|^2 \|df\| \|\tilde{X}^\top w\| \) we first need \( \|df\|_\infty = \sup_{v \in \mathbb{R}^k} \|df_v\| \) to be bounded, that is ensured by:

**Assumption 3 (Regularity).** \( \|\phi'\|_\infty \leq \infty \) and \( \|\phi''\|_\infty \leq \infty \).

Besides, we also need to be able to bound \( \frac{1}{n} \|\tilde{X}\|^2 = \frac{1}{n} \|X\|^2 \). The spectral norm being lower than the Frobenius norm (involved in Assumption 1 giving the concentration of \( \tilde{X} \)), it is a 1-Lipschitz observation of \( X \) thus there exists two constants \( C, c > 0 \) (independent of \( p, n \)), such that:

\[
\mathbb{P} \left( \frac{1}{\sqrt{n}} \|\tilde{X}\| - \frac{1}{\sqrt{n}} \mathbb{E}[\|\tilde{X}\|] \geq t \right) \leq Ce^{-cn^2}.
\]

This concentration inequality proves that the random variable \( \frac{1}{\sqrt{n}} \|\tilde{X}\| \) is almost deterministic and equal to \( \frac{1}{\sqrt{n}} \mathbb{E}[\|\tilde{X}\|] \). Bounding this last quantity necessities the following result:

\[
\mathbb{E}[\|\tilde{X}\|] - \|\mathbb{E}[\tilde{X}]\| = O(\sqrt{p+n}),
\]

Preprint. Under review.
It suffices to have a bound on $\|\mathbb{E}[\bar{X}]\|$ which comes from the following assumption:

**Assumption 4.** $\sup_{1 \leq \ell \leq k} \|\mu_\ell\| \leq O(1)$\(^1\)

This assumption implies that $\|\mathbb{E}[\bar{X}]\| = O(\sqrt{n})$, and we can deduce from equation 3 that $\mathbb{E}[\|\bar{X}\|] = O(\sqrt{n})$ (recall from Assumption 2 that $p = O(n)$). Now, assuming

**Assumption 5.** $\frac{1}{2} \mathbb{E}[\|X\|^2] \cdot \|df\|_\infty \cdot \Lambda^{-1} < 1$.

and noting $\varepsilon = \frac{1}{2} - \frac{1}{2} \|\Lambda^{-1}\|_{f'} \mathbb{E}[\|\bar{X}\|]/\sqrt{n}$, it can be deduced from equation 2 that the event:

$$\mathcal{A}_X = \left\{ \frac{1}{n} \|X\|^2 - \mathbb{E}[\|\bar{X}\|]^2 \leq \frac{\varepsilon}{2\|\Lambda^{-1}\|_{df'}/\sqrt{n}} \right\}$$

has a very high probability to happen (bigger than $1 - C e^{-cn}$ for two constant $C, c > 0$) and it satisfies $\mathcal{A}_X \subset \{ \|d\Psi\|_\infty \leq 1 - \varepsilon \}$.

As a consequence, our fixed point $W$ is uniquely determined under the event $\mathcal{A}_X$ that appears in the concentration result of Theorem 3.1. The concentration of the random vector $W$ is far from being trivial because $W$ is not explicitly written as a Lipschitz transformation of $X$ and additional tools are necessary to prove the concentration of $W$. The complete proof will be provided in an extended version of this paper.

### 3 Computation of mean and covariance of the parameter vector.

This section provides the exact computation of the fixed point equation (8) of the Main Paper which is the main result of our study as per Theorem 3.2. We start by introducing the main tools to perform the calculations.

Theorem 2.2 giving the central limit theorem for concentrated vectors was originally proven for uniform distributions on convex subspaces of $\mathbb{R}^p$, but it was quickly understood that the result is true for a larger class of random vectors satisfying a so-called “thin shell property” (see [Fre19] for a simple and complete proof of this inference). The thin shell property expresses the fact that a random vector $X$ lies principally on a thin shell around a sphere with the following inequality satisfied for some $\varepsilon > 0$

$$P \left( \left| \frac{\|X\|}{\sqrt{p}} - 1 \right| \geq \varepsilon \right) \leq \varepsilon.$$

For a concentrated random vector $X \propto \mathcal{E}_2$, such that $\mathbb{E}[XX^T] = I_p$ and $\sqrt{p} = O(\mathbb{E}[\|X\|^2])$ the norm being a 1-Lipschitz observation, we know (as in equation 2) that there exist two constants $C, c > 0$ such that:

$$P(\|X\| - \mathbb{E}[\|X\|] \geq \varepsilon) \leq Ce^{-c\varepsilon^2}.$$

Integrating this concentration inequality for $\varepsilon \in [0, \infty)$ with Fubini Theorem, we have $\forall r \geq 2$:

$$\mathbb{E} \left[ \left( \frac{\|X\|}{\mathbb{E}[\|X\|]} - 1 \right)^r \right] \leq C(r/2c)^{r/2} \mathbb{E}[\|X\|^r].$$

Therefore, since $\mathbb{E}[\|X\|^r] \leq \sqrt{\mathbb{E}[\|X\|^{2r}]} = \sqrt{p} = O(\mathbb{E}[\|X\|])$, we can deduce from H"{o}lder’s inequality that:

$$\mathbb{E} \left[ \left( \frac{\|X\|^2}{\mathbb{E}[\|X\|]^2} - 1 \right) \right] \leq \mathbb{E} \left[ \left( \frac{\|X\|}{\mathbb{E}[\|X\|]} - 1 \right)^2 \right] \mathbb{E} \left[ \left( \frac{\|X\|}{\mathbb{E}[\|X\|]} + 1 \right)^2 \right] = O(1/\sqrt{p}).$$

\(^1\)For classification problems, if $\forall a, b \in [k], a \neq b, \|\mu_a - \mu_b\| \gg 1$ then the classification becomes trivial in the large dimensional regime, a reasonable assumption then is $\|\mu_a - \mu_b\| \leq O(1)$. However, in cases where $\sup_{1 \leq \ell \leq k} \|\mu_\ell\|$ is of order $O(\sqrt{p})$, it is still possible to work with the data matrix $\bar{X} - \frac{1}{n} \bar{X} 1_n 1_n^T$ that satisfies Assumption 4 but has the drawback that the columns are then dependent. However, this is not a big issue since this dependence is very small and it can be managed thanks to some technical consideration that we want to avoid here.

\(^2\)This is a very loose hypothesis needed to set that $\mathbb{E}[\|X\|]$ is sufficiently concentrated. Generally if $\sqrt{p} \ll \mathbb{E}[\|X\|]$, that means that one can obtain a better concentration than $X \propto \mathcal{E}_2$. 


Then, there exists a subset \( \Theta \) such that:
\[
\mathbb{P} \left( \left| \frac{\|X\|}{\sqrt{p}} - 1 \right| \geq Kp^{-1/4} \right) \leq C e^{-cp^{3/2}} \leq Kp^{-1/4},
\]
for \( p \) large enough. We can then infer (see [Fre19]), that the projections on small dimensional vector spaces of a concentrated vector are Gaussian vectors with high probability.

**Theorem A** (CLT for concentrated vectors [Kla07, FGP07]). Given a random vector \( X \in \mathbb{R}^p \), and noting \( G \), the cumulative distribution function of a Gaussian variable of zero mean and unit variance. If \( X \sim \mathcal{E}_2 \), \( E[X] = 0 \) and \( E[X X^T] = I_p \), then for any integer \( k \in \mathbb{N} \), small compared to \( p \), for any \( \eta \in (0, 1) \), there exists two constants \( C, \epsilon > 0 \) and a set \( \Theta \subset \mathcal{S}^{p-1} \) such that:
\[
sup_{\Theta} \mathbb{P}(a^T \Theta^T X \geq t) - \mathbb{P}(a^T Z \geq t) \leq C p^{-1/4}.
\]

We need a simple preliminary Lemma to state our Stein-like formula for concentrated vectors from Theorem A.

**Lemma B.** Given two random variables \( X, Y \in \mathbb{R}^k \), if:
\[
\sup_{t \in \mathbb{R}} |\mathbb{P}(a^T X \geq t) - \mathbb{P}(a^T Y \geq t)| \leq \epsilon,
\]
then for any differentiable mapping \( f : \mathbb{R}^k \to \mathbb{R} \) integrable and bounded around \( \infty \) by \( f_{\infty} \):
\[
|\mathbb{E}[f(X)] - \mathbb{E}[f(Y)]| \leq \frac{f_{\infty} + \int |f|}{\epsilon}.
\]

**Proof.** Let us prove it in the case \( k = 1 \):
\[
|\mathbb{E}[f(X)] - \mathbb{E}[f(Y)]| \leq \left| \int_{t = -\infty}^{\infty} f(t) (\mathbb{P}(X(t) - \mathbb{P}(Y(t)) |t\infty) \right|
\]
\[
\leq \left| \int_{t = -\infty}^{\infty} f(t) (\mathbb{P}(X(t) - \mathbb{P}(Y(t)) |t\infty) \right|
\]
\[
\leq \frac{f_{\infty} + \int |f|}{\epsilon}.
\]

We have the following Stein-like [LN08] theorem for concentrated vectors which is the central tool to express the fixed point mappings in equation (8) of the Main Paper.

**Proposition C.** Let \( x \in \mathbb{R}^p \) be a random vector satisfying the concentration \( x \sim \mathcal{E}_2 \) (denote \( m \equiv E[x] \) and \( C \equiv E[xx^T] \)) and let \( f : \mathbb{R}^p \to \mathbb{R} \) be some three times differentiable function such that \( f, f' \) and \( f'' \) satisfy the hypotheses of Lemma B with \( f_{\infty}, \int |f|, f', f'' \), \( f'' \) satisfy the hypotheses of Lemma B with \( f_{\infty}, \int |f|, f', f'' \), \( f'' \) satisfy the hypotheses of Lemma B with \( f_{\infty}, \int |f|, f', f'' \). Then, there exists a subset \( \Theta \subset \mathcal{S}^{p-1} \) such that:
\[
E[f(w^T x)] v^T m + E[f'(w^T x)] v^T C w + O \left( \frac{1}{n^{1/4}} \right)
\]
\[
E[f(w^T x)] v^T x x^T u + E[f'(w^T x)] v^T (C w m^T + m w^T C) u + E[f''(w^T x)] v^T C w u + O \left( \frac{1}{n^{1/4}} \right)
\]

**Proof.** Let us first consider a random vector \( z \) with zero mean and identity covariance satisfying \( z \sim \mathcal{E}_2 \). Considering the subset \( \Theta \subset \mathcal{S}^{p-1} \) mentioned in Theorem A (for \( k = 3 \), we know that
\[ \sigma(\Theta) \geq 1 - Ce^{-c|\Theta|^2} \] for two constants \( C, c > 0 \) and furthermore for any \( \Theta = (w, v, u) \in \Theta^3 \), and some Gaussian random vector \( Z \sim \mathcal{N}(0, \Theta \Theta) \):

\[
\forall a \in \mathbb{R}^2 : \sup_{t \in \mathbb{R}} |\mathbb{P}(a^T \theta z \geq t) - \mathbb{P}(a^T Z \geq t)| = O \left( \frac{1}{n^{1/4}} \right).
\]

Given a mapping \( g : \mathbb{R} \to \mathbb{R} \), we know thanks to Lemma B and Stein’s identity:

\[
w^T \mathbb{E}[g(w^T z)z] = \mathbb{E}[g(e_1^T Z)e_1^T Z] + O \left( \frac{1}{n^{1/4}} \right) = \mathbb{E}[g'(w^T z)||w||^2 + O \left( \frac{1}{n^{1/4}} \right),
\]

where \( e_1 = (1, 0) \). Second, if we note \( \hat{\theta} = (w, \hat{v}, \hat{u}) = QR \), the QR- decomposition of \( \theta \), and \( Q = (q_1, q_2, q_3) \) (of course, \( q_1 = e_1 \)), we know that \( e_1^T Z \) and \( q_2^T Z \) are independent (\( Z \) is Gaussian and \( \mathbb{E}[e_1^T Z]q_2^T Z] = e_1^T \theta^T \theta q_2 = w^T \hat{v} = 0 \). We can therefore estimate:

\[
\hat{v}^T \mathbb{E}[g(w^T z)z] = \mathbb{E}[g(e_1^T Z)]\mathbb{E}[q_2^T Z] + O \left( \frac{1}{n^{1/4}} \right) = O \left( \frac{1}{n^{1/4}} \right).
\]

Combing those 2 estimations, we see that for any differentiable function \( g \) \( \mathbb{E}[g(w^T z)v^T z] = \mathbb{E}[g'(w^T z)]v^T w \). Therefore if we take for \( g \) the mapping \( t \mapsto f(w^T m + t) \) (satisfying \( f(w^T x) = g(w^T C^{1/2} z) \)), we get the identity:

\[
\mathbb{E}[f(w^T x)v^T x] = \mathbb{E}[g(w^T C^{1/2} z)v^T m] + \mathbb{E}[g(w^T C^{1/2} z)]v^T C^{1/2} w + O \left( \frac{1}{n^{1/4}} \right)
\]

\[
= \mathbb{E}[f(w^T x)]v^T m + \mathbb{E}[g'(w^T C^{1/2} z)]v^T C w + O \left( \frac{1}{n^{1/4}} \right).
\]

With the same method, let us first compute:

\[
\hat{v}^T \mathbb{E}[g(w^T z)z]w = \mathbb{E}[g(w^T z)wz]E[z^T \hat{v}] = O \left( \frac{1}{n^{1/4}} \right) = w^T \mathbb{E}[g(w^T z)z] \hat{u}.
\]

Second:

\[
\hat{v}^T \mathbb{E}[g(w^T z)z] \hat{u} = \mathbb{E}[g(w^T z)] \mathbb{E}[\hat{v} z] \hat{u} + O \left( \frac{1}{n^{1/4}} \right) = \mathbb{E}[g(w^T z)] \hat{v} \hat{u} + O \left( \frac{1}{n^{1/4}} \right).
\]

Third:

\[
w^T \mathbb{E}[g(w^T z)z]w = \mathbb{E}[g(w^T z)wz] = \mathbb{E}[g(w^T z)] + g'(w^T z)w^T z||w||^2 + \mathbb{E}[g(w^T z)]||w||^2 + O \left( \frac{1}{n^{1/4}} \right).
\]

Therefore, \( \mathbb{E}[g(w^T z)z] \hat{v} z \hat{v} = \mathbb{E}[g(w^T z)] \hat{v} u + \mathbb{E}[g'(w^T z)] \hat{v} w^T \hat{u} \), and we can conclude as before that:

\[
\hat{v}^T \mathbb{E}[f(w^T x)z]x^T u = \hat{v}^T m \mathbb{E}[f(w^T x)]m^T u + \hat{v}^T m \mathbb{E}[g(w^T C^{1/2} z)z] C^{1/2} u
\]

\[
+ \hat{v}^T C^{1/2} \mathbb{E}[g(w^T C^{1/2} z)z]mu + \hat{v}^T C^{1/2} \mathbb{E}[g(w^T C^{1/2} z)z] C^{1/2} u + O \left( \frac{1}{n^{1/4}} \right)
\]

\[
= \mathbb{E}[f(w^T x)] \hat{v} (mm^T + C) \hat{u}
\]

\[
+ \mathbb{E}[f'(w^T x)] \hat{v} (Cwm^T + mcw^T) \hat{u}
\]

\[
+ \mathbb{E}[f''(w^T x)] \hat{v} Cww^T \hat{u} + O \left( \frac{1}{n^{1/4}} \right)
\]

Let us now employ Proposition C to express the mappings (defined here for a random vector \( x_i \) in the class \( C \))

\[
m_i(m_W, C_W) = \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i})]
\]

\[
c_i(m_W, C_W) = \frac{1}{n} \Lambda^{-1} \mathbb{E}[\hat{x}_i h_i(\hat{x}_i^T W_{-i})h_i(\hat{x}_i^T W_{-i})^T \hat{x}_i^T] \Lambda^{-1}
\]
from the class-wise means and covariances of $x_1, \ldots, x_n$ and $m_W$ and $C_W$ (that are respectively the mean and covariance of $W$ but also of $W_{-i}$). We are going to fix successively $x_i$ and $W_{-i}$ to be able to compute the expectations appearing in the formulations of $m_t$ and $c_t$ (it is made possible since $x_i$ and $W_{-i}$ are independent). Although it is not fully rigorous, we employ Proposition C as if the estimations of $\mathbb{E}[f(w^\top x)v^\top x]$ and $\mathbb{E}[f(w^\top x)v^\top x^r u]$ for $w, v$ and $u$ belonging to a big subset of $\mathbb{S}^{p-1}$ of measure bigger than $1 - C e^{-c p^{-1/4}}$ implied that the result would be true for all vectors $w, v, u \in \mathbb{S}^{p-1}$. It is of course not rigorously correct, however, in practice, for the vectors $w, v$ and $u$ we are considering, it appears to be valid.

To simplify the expression of the derivative in $\tilde{x}_i$ of $h_t(\tilde{x}_i^\top W)$, let us replace our couple of variables $(\tilde{x}_i, W) \in \mathbb{R}^{p \times k} \times \mathbb{R}^{p \times k}$ by the variables $(x_i, W) \in \mathbb{R}^p \times \mathbb{R}^{p \times k}$ where $W = (w_1, \ldots, w_k)$. We have then $h_t(\tilde{x}_i^\top W) = h_t(W^\top x_i)$. Given a twice differentiable mapping $\phi : \mathbb{R}^k \to \mathbb{R}$ and $\psi : v \mapsto \phi(W^\top v)$ we have the identities:

$$\nabla \psi(v) = \tilde{W} \nabla \phi(W^\top v) \quad \text{and} \quad d^2|_v = \tilde{W} d^2 \phi|_{W^\top v} \tilde{W}^\top$$

Now, let us follow our new notations and try to compute $m_t(m_W, C_W) \equiv \mathbb{E}_{-i} \left[ h_t(W_{-i}^\top x_i)^\top \right]$, where we noted $h_t : \mathbb{R}^k \to \mathbb{R}^k$, the mapping $h_i$ for $k(i) = \ell$ (recall that $k(i)$ provides the class of $x_i$). Let us decompose the matrix $S_W = \mathbb{E}[WW^\top]$ followingly:

$$S_W = \begin{pmatrix} S_W^{1,1} & \cdots & S_W^{1,k} \\ \vdots & \ddots & \vdots \\ S_W^{k,1} & \cdots & S_W^{k,k} \end{pmatrix} \in \mathbb{M}_{kp},$$

where for all $a, b \in [k], S_W^{a,b} \in \mathbb{M}_p$, so that we can introduce the low-dimensional random vector $z \sim \mathcal{N}(\kappa^\ell, K^\ell)$ with:

$$\kappa^\ell \equiv \mu^\ell m_W \quad \text{and} \quad K^\ell \equiv (\mathbb{E}(S_W^{a,b} S_W^{b,a}))_{1 \leq a, b \leq k} - \mu^\ell m_W m_W^\top \mu^\ell. \quad (4)$$

With such a choice, $z$ has the same distribution as $\tilde{x}_i^\top W_{-i}$ for $k(i) = \ell$. Then we can compute thanks to Proposition C:

$$m_t(m_W, C_W) = \mu_t \mathbb{E} \left[ h_t(W_{-i}^\top x_i)^\top \right] + \Sigma_{t} \mathbb{E}_{-i} \left[ W_{-i}^\top \mathbb{E}_i[dh_{i1}^\top |W_{-i}^\top x_i^r] \right]$$

$$= \mu_t \mathbb{E}[h_t(z)^\top] + \Sigma_{t} m_W \mathbb{E}[dh_{11}^\top] + O_{\|\cdot\| \left( n^{-1/4} \right)},$$

since $\|C_W\| \leq O(\sqrt{\log n/n})$ (because $\|W\| \propto \mathbb{E}_2(\sqrt{\log n/n})$ on $A_X$).

To estimate the mapping $\sigma_t$, let us note for simplicity $H : v \mapsto v^\top h_t(W_{-i}^\top v)W_{-i}^\top v \in \mathbb{M}_{k,k}$, we know that: $\nabla H_{a,b}(v) = W_{-i}J(W_{-i}^\top v)_{a,b}$ and $d^2 H_{a,b}|_u = W_{-i}K(W_{-i}^\top v)_{a,b}W_{-i}$, where we introduce for any $u \in \mathbb{R}^k$ the objects:

$$J(u)_{a,b} = h_t^\ell(u) \nabla h_t^\ell(u) + h_t^\ell(u) \nabla h_t^a(u) \in \mathbb{R}^k$$

$$K(u)_{a,b} = \nabla h_t^\ell(u) \nabla h_t^\ell(u)^\top + h_t^\ell(u) d^2 h_t^a|_u + h_t^\ell(u) d^2 h_t^\ell|_u \in \mathbb{M}_k$$

Following the same strategy as previously, we can show thanks to Proposition C that with the decomposition:

$$c_t(m_W, C_W) = \begin{pmatrix} c_t(m_W, C_W)_{1,1} & \cdots & c_t(m_W, C_W)_{1,k} \\ \vdots & \ddots & \vdots \\ c_t(m_W, C_W)_{k,1} & \cdots & c_t(m_W, C_W)_{k,k} \end{pmatrix} \in \mathbb{M}_{kp},$$
for any \( a, b \in [k] \) and \( \ell \in [k] \) such that \( k(i) = \ell \):

\[
\Lambda c_{\ell}(m_{W}, C_{W})_{a,b} \Lambda = \frac{1}{n} E[H_{a,b}(x)_{\ell} x_{\ell}^{T}]
\]

\[
= \frac{1}{n} \sum_{\ell} m_{W} E[J(z)_{a,b}] \mu^{T}_{\ell} + \frac{1}{n} \mu_{\ell} E[J(z)_{a,b}]^{T} m_{W}^{T} \Sigma_{\ell}
\]

\[
+ \frac{1}{n} \sum_{\ell} \left( m_{W} E[K(z)_{a,b}] m_{W}^{T} + \sum_{1 \leq c,d \leq k} S^{c,d}_{W} (E[K(z)_{a,b}]_{c,d}) \Sigma_{\ell} \right)
\]

\[
+ \frac{1}{n} E[h_{\ell}^{a}(z) h_{\ell}^{b}(z)] (\mu_{\ell} \mu_{\ell}^{T} + \Sigma_{\ell}) + O_{\parallel ||} \left( \frac{1}{n^{1/3}} \right)
\]

We are then left to estimating the derivatives of \( h \) to be able to compute \( m_{\ell} \) and \( c_{\ell} \). From the implicit expression of \( g_{i} \), given by Proposition 4.3 one can deduce the formulas, for \( u, v \in \mathbb{R}^{k} \):

\[
dg_{i} |_{v} = -(\Delta_{i} d f_{i} |_{g_{i}(v)} - I_{k})^{-1} \quad \text{and} \quad d^{2} g_{i} |_{v} \cdot u = dg_{i} |_{v} \Delta_{i}(d^{2} f_{i} |_{g_{i}(v)} \cdot u) dg_{i} |_{v}
\]

Then, recalling the identity \( h_{i} = f_{i} \circ g_{i} \), one can derive from the upper formulas the expression of the differentiates of \( h_{i} \) thanks to the identities for \( u, v \in \mathbb{R}^{k} \):

\[
dh_{i} |_{v} = \Delta_{i}^{-1}(dg_{i} |_{v} - I_{k}) \quad \text{and} \quad d^{2} h_{i} |_{v} \cdot u = \Delta_{i}^{-1} d^{2} g_{i} |_{v} \cdot u
\]

### 4 Performance Evaluation

The expected misclassification error \( E_{\ell}(x \in C_{\ell}) \) on a test data \( x \) belonging to class \( \ell \in [k] \) expresses followingly:

\[
E_{\ell}(x \in C_{\ell}) = 1 - P(\forall j \in [k] \setminus \{\ell\} : p_{\ell}(x) \geq p_{j}(x)) \quad \text{where} \quad p_{\ell}(x) = \frac{\phi(w_{\ell}^{T} x)}{\sum_{h=1}^{k} \phi(w_{h}^{T} x)}.
\]

Since \( x \) and \( w \) are both concentrated and independent Theorem A allows us to assume that for all \( j \in [k] \), \( \bar{x}^{T} W = (w_{j}^{T} x)_{1 \leq j \leq k} \sim \mathcal{N}(\kappa_{\ell}^{j}, K_{\ell}^{j}) \) (the objects \( \kappa_{\ell}^{j} \) and \( K_{\ell}^{j} \) where introduced in equation 4). To simplify the problem, we are going to make the additional hypothesis that \( \phi \) is increasing since in that case

\[
\forall j \in [k] \setminus \{\ell\} : p_{\ell}(x) \geq p_{j}(x) \iff w_{j}^{T} x 1_{k} - \bar{x}^{T} W \in K_{\ell}^{j}
\]

Since the \( \ell^{th} \) coordinate of \( \bar{x}^{T} W \) is, by definition, equal to \( w_{j}^{T} x \), only the \( k-1 \) other are interesting. Let us then introduce the Gaussian vector \( Z_{\ell} \in \mathbb{R}^{k-1} \) defined for all \( j \in [k] \setminus \{\ell\} \) as: \( [Z_{\ell}]_{j} = (w_{j} - w_{j})^{T} x \). Such a vector \( Z_{\ell} \) has then the mean \( \bar{\kappa} \equiv \kappa_{\ell}^{\ell} \) and the covariance \( \bar{K} \equiv PK_{\ell}^{\ell}P^{T} \) with:

\[
P = 1_{k-1} e_{\ell}^{T} - I_{k}^{\ell} \in \mathcal{M}_{k-1,k}
\]

where \( 1_{k-1} \in \mathbb{R}^{k-1} \) is a vector full of 1, \( e_{\ell} \) is the \( \ell^{th} \) vector of the canonical basis of \( \mathbb{R}^{k} \) (full of zeros with a one in the \( \ell^{th} \) coordinate) and \( I_{k}^{\ell} \) is the identity matrix of \( \mathcal{M}_{k} \) deprived of the \( \ell^{th} \) row. We can then express

\[
E_{\ell}(x \in C_{\ell}) = 1 - P(Z_{\ell} \in \mathbb{R}_{+}^{k-1})
\]

### 5 Further experiments

In this section we provide further experiments using real images from the Imagenet dataset [DDS+09]. Figure 1 depicts the learned Softmax weights against their expected large \( a, n \) asymptotics as predicted by Theorem 3.2. As for GAN generated images, we observe a perfect match between the learned weights and the theoretical predictions. An almost perfect match is also observed for the scores (between the practical scores and their theoretical counterparts) as depicted in Figure 2 which strongly suggests that the conclusions of Theorem 3.2 generalize to real data. A Python implementation is attached to this Supplementary Material which implements Theorem 3.2 and Corollary 3.3 using the previous derivations.
Figure 1: Learned weights (in blue circles) versus their theoretical estimations (in red crosses) as per Theorem 3.2 of the Main Paper. The used data are Resnet18 [SIVA17] representations ($p = 512$) of real images from the Imagenet dataset [DDS+09]. We considered $k = 3$ classes which are: hamburger, mushroom, pizza. $n = 3000$ and the regularization constants $\lambda_1, \lambda_2, \lambda_3 = 1.5$. The data are normalized such that their norm is $0.1 \cdot \sqrt{p}$ to ensure $A_X$.  

Figure 2: Scores (in blue) versus their theoretical estimations (in red) as per Corollary 3.3 of the Main Paper, with the theoretical means (through $\bar{\kappa}^\ell$) and standard deviations (through $\bar{K}^\ell$), on a test set independent from the training set. The used data are Resnet18 [SIVA17] representations ($p = 512$) of real images from the Imagenet dataset [DDS+09]. We considered $k = 3$ classes which are: hamburger, mushroom, pizza. $n = 3000$ and the regularization constants $\lambda_1, \lambda_2, \lambda_3 = 1.5$. The data are normalized such that their norm is $0.1 \cdot \sqrt{p}$ to ensure $A_X$.  
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