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Abstract

Context:
> Study of a one-hidden-layer network with «-Dropout.

Motivation:
» Classical Dropout! corresponds to zero-imputation.

» Zero-imputation alter neural networks performances?.

Results:
» Asymptotic generalization performances on a binary classification problem.

P> An aftermath analysis exhibits oo 7 0 which improves generalization.

ISrivastava et al., Dropout: a simple way to prevent neural networks from overfitting. JMLR 2014.
2yi et al., Why not to use zero imputation? correcting sparsity bias in training neural networks. ICLR 2019.
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Model and Problem Statement

Let di,...,d, € RY9 in two classes C; and Cp, and o : R — RP s.t. for d; € C,

Elo(d)] = (-1)°n  E[o(di)a(d))T] = Ip + puT

i€ {+1,—1}

Hidden /-Dropout +BN

After the a-Dropout layer and BN, the features matrix Xq,e = [x1,..

_ (BEQ(Z+HyT))Pn+aBEPn
e+ a2e(l—¢)

with [B:]; ~ Ber(e), Z;j ~ N'(0,1) and P, = I, — 11,1].

Xa,e

S Xn] € Mp nis
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Learning with o-Dropout
We consider the Ridge-classifier with ¢»-loss
Ew) = = lly = XL .wll? + |l
The solution of which is explicitly given by, for z € C\ R~

1 1 -t
w= ;Q(V)XQ,Ey, Q(z) = <;XOL.5XLE + zlp>

» The corresponding (hard) decision function is

1 €1
gx)=xTw==xTQ(v)Xaey s 0
n Co

Assumptions (Growth rate)
As n — oo,

1. 25 re(0,00)and 2 = c € (0,00);

OO0

2. Foraec{1,2}, %2 = c; €(0,1);

3. ”M” = 0(1) Hidden (v-Dropout +BN
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Main Results

Deterministic equivalent of Q(z)
Under the previous Assumptions,

£
Haz—(l—s)DzuuTDZ

Q(z) & Q(z) =D, — ,
( ) ( ) 1+Cq(z)+1+a+(1_€)l”p1“

P

2

where D; = g(z)diag § - ¢ with q(z) = SERATER
1+cq(z)+ Ta2i-ot ), .

L f

Gaussian Approximation of g(x)
Under the previous Assumptions, for x € C; with a € {1, 2},

v (g(x) — ma) 25 N(0,1)

where

B i B ILT@(’\/)I"
m, = (—1) \/TM 1+6(7)

_ € . - 27(C)p" Q(Y)p
Y= TTe0)? (77(C1)+ TTori_9) {u (A(Cl) - Q( ,«)) n— W})




Take Away Messages

I g(x) for x € Cy
0.8 |~ m Gaussian for Cq
061 B g(x) for x € C2 ||
e Gaussian for Cp
0.4 |-
0.2 |~
0 L
4 2 0 2 4
Test (generalization) scores g(x) Test Error in terms of o
Highlights:

> Existence of o # 0 which minimizes the test error.

P In our setting, such « satisfies %% — L ovw
a

da Vv da ”

Perspectives:
» Extend the analysis to a k-class model with ay's for each class.
» Validation of the a-Dropout approach with real data.

» Extend to multi-layers networks.
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